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From text search and recommendation 
to ads and online dating; 

approximate nearest neighbors in real 
world applications

Lester Solbakken, Verizon Media
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Vespa.ai

A open-source platform for low 
latency computations over 

large, evolving data

➔ Search and filter over structured and 
unstructured data

➔ Query time organization and aggregation of 
matching data

➔ Real-time writes

➔ Elastic and fault tolerant

➔ Scalable and fast

➔ Pluggable

➔ Advanced relevance scoring with tensors as 
first class citizens

➔ Built-in support for machine learning models 
(TensorFlow, ONNX, XGBoost, LightGBM ++)

➔ Scalable approximate nearest neighbors

@vespaengine
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Vespa is a full-featured text search engine and 
supports both regular text search and fast 

approximate vector search (ANN). This makes it easy 
to create high-performing search applications at any 

scale, whether you want to use traditional 
techniques, or a modern vector based approach. You 
can even combine both approaches efficiently in the 

same query, something no other engine can do.

(Dense) representations

[0.11, 0.14, 0.38, ...][0.27, 0.79, 0.98, ...] [0.89, 0.14, 0.52, ...]
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Nearest Neighbor Search

q

Distance functions:

● Euclidean
● Cosine angle
● Manhattan
● Hamming
● Inner (dot) product
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Nearest Neighbor Search

q

Distance functions:

● Euclidean
● Cosine angle
● Manhattan
● Hamming
● Inner (dot) product

Approximate nearest neighbor

Inverse index

● K-means
● Product quantization (and relatives)
● Locality-sensitive hashing

Non-inverse index

● Hierarchical Navigable Small World (HNSW)
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ANN-benchmarks.com

Notable ANN libraries:

● ScaNN
● FAISS
● Annoy

● Vespa (not a library)

sift-128-euclidean   k=10
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Hierarchical Navigable Small World (HNSW)

● Based on graph structures
● Very efficient
● Allows incremental modification

Efficient and robust approximate nearest neighbor search using Hierarchical 
Navigable Small World graphs, Yu. A. Malkov and D. A. Yashunin

Important for many search 
applications
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Metadata filtering
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Semantic search for text

Documents
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Semantic search for text

Documents

Query

“results = 10”
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Semantic search for text

Documents

Query

“results = 10”

“year = 2021”
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Recommendation
Matrix factorization:

Neural collaborative filtering:

Convert MIPS 
to euclidean

Metadata filters: appropriateness for age, 
banned, region availability, language, ++

Business rule filters: diversity, deduplication, 
already seen, ++

https://docs.vespa.ai/en/tutorials/news-4-embeddings.html

https://docs.vespa.ai/en/tutorials/news-4-embeddings.html


Copyright Verizon Media

Ad search

[0.58, 0.59, 0.13, ...] [0.51, 0.61, 0.23, ...]

Metadata: 

● Target age group
● Target location
● Budget
● +++

“Relevance”

Can’t exceed 
budget of ad or 

campaign!
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Online dating

Filters:

● Location
● Gender
● Age range
● Height
● Already seen
● ++

[0.88,0.99,0.13,...]

[0.78,0.99,0.18,...]

[0.48,0.39,0.33,...]
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Shopping

“sup” [0.08, 0.99, 0.43, ...]

Metadata: 

● Price
● Category
● Brand
● Rating
● In stock?
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Local search

Location filter: 5km ?

“Restaurants near me”

OpenStreetMap, 2021

Asador 
Etxebarri 

Noma

Mirazur

[0.58, 0.59, 0.13, ...]

Preference
profile



Copyright Verizon MediaCopyright Verizon Media

Post-filtering
does not work

➔ Recall more

➔ An index per filter combination

➔ Pre-filtering
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Vespa and pre-filtering 

Documents

Query

“results = 10”

“year = 2021”
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Pre-filtering vs filter strength

https://blog.vespa.ai/approximate-nearest-neighbor-search-in-vespa-part-1/

With strong filters (>95%) 
it is more efficient to 
calculate exact nearest 
neighbors after filtering.

https://blog.vespa.ai/approximate-nearest-neighbor-search-in-vespa-part-1/
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Vespa innovations in approximate nearest neighbors

● Dynamic modification of the graph. Vespa supports both 
adding and removing items in real-time while serving.

● Multi-threaded indexing using lock-free data structures and 
copy-on-write semantics drastically increase the 
performance of building the index.

● Metadata filtering modifies the HNSW algorithm to skip 
non-eligible candidates.
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Vespa is much more than a vector search engine

Text search

● Traditional IR: TF/IDF, BM25
● Modern IR: vector similarity, approximate 

nearest neighbors, Transformers, ++

Recommendation and 
personalization

● Fast vector search, filtering, machine 
learned model evaluation, partial updates

Question Answering

● Approximate nearest neighbors and 
answer extraction using BERT models

Semi-structured navigation

● Text search combined with sorting, 
grouping, filtering by metadata

Finding love

● https://tech.okcupid.com/vespa-vs-elasticsearch/

https://tech.okcupid.com/vespa-vs-elasticsearch/
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Thank you!

Open source

Free cloud trial

@vespaengine

https://vespa.ai

https://cloud.vespa.ai

https://vespa.ai
https://cloud.vespa.ai

